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Summary. A general definition of reaction graphs is presented, For  a pair of 
isomeric molecular graphs G 1 and G2, related by a chemical transformation 
G1 ~ G2, the reaction graph G(~ ~ is determined using a maximal common 
subgraph defined for vertex mapping co: V(G ~ ) ~ V(G 2). A binary operation 
'~9'  defined for graphs constructed over the same vertex set enables us to 
decompose the reaction graph G(R ~ into the sum of  prototype reaction 
graphs. A decomposition of an overall reaction graph can be advantageously 
used for the construction of a reaction network. An oriented path in this 
network beginning at G 1 and ending at G 2 corresponds to a breakdown of 
the transformation (~1 ~ G2 into a sequence of intermediates. 
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I. Introduction 

A frequent problem in organic chemistry is as follows: a reactant and a product 
are given and the chemist requires a reaction mechanism which transforms the 
reactant into the product through intermediates. The description of  the reaction 
steps between an intermediate and its precursor should be as simple as possible, 
preferably not requiring a detailed description of  the electron flow. To meet such 
a requirement, instead of a description of  the electron flow in the course of a 
reaction we shall use the concept of reaction graphs that describe only broken 
and formed bonds within a reaction core. Reaction graphs corresponding to 
simple reactions, usually a single step of a reaction path, will be called the 
prototype reaction graphs. 

There is only a small number of prototype reaction graphs. The problem may 
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be formulated as the finding of a sequence of compounds composed of the 
reactant, intermediates, and the product. The changes between successive inter- 
mediates are described by the prototype reaction graphs. In the present approach 
the chemical acceptability of these "elementary" steps is not considered. In 
organic chemistry, chemically acceptable steps are automatically ensured by way 
of an assumption that only those prototype reaction graphs that do not violate 
the overall valency of atoms are considered. 

The concept of reaction graph [ 1-3] is one of the most important theoretical 
tools of our graph-theoretical model of organic chemistry [2, 3]. A reaction 
graph, GR, assigned to a chemical transformation, G 1 ~ (~2, where •1 and G 2 
are isomeric molecular graphs, enables us to "algebraicize" the transformation: 
G1 ~ GR=G2'~G2, where G2 is isomorphic to G2 and 'O)' is a binary 
commutative and associative operation defined for graphs constructed over the 
same vertex set. In our work [2, 3] we have introduced reaction graphs by 
making use of the maximal common subgraph G~ c~ G2 of the molecular graphs 
G1 and G2. Such an approach for the construction of reaction graphs is closely 
related to the principle of minimal chemical distance initially formulated by Ugi 
et al. [4, 5]. It means that the reaction graph GR, assigned to a transformation 
GI =~ G2, operates such that a minimal number of edges is cancelled and 
formed when the graph G l is "transformed" into the graph Gz. This requirement 
may, in some cases, cause serious discrepancies between common chemical 
"experience" and the results deduced using reaction graphs. Therefore it is of 
great importance to enlarge the theory of reaction graphs so that the concept of 
maximal common subgraph is replaced by the so-called co-maximal common 
subgraph. The mapping co :V(G1)  ~ V((~2) , where V(G1) and V(G2) are vertex 
sets of G~ and G2, respectively, determines a common subgraph GI ~ G2. In a 
special case when the mapping co is equal to an extremal mapping 03, the 
co-maximal common subgraph is identical (or more precisely, isomorphic) to a 
maximal common subgraph. The concept of an co-maximal common subgraph is 
much more flexible than the original version which was based entirely on 
maximal common subgraphs. 

The purpose of this communication is to elaborate the theory of co-maximal 
common subgraphs. It will be demonstrated that it is possible to introduce a 
simple algebra of graphs. A binary operation ' ~ '  makes it possible to decom- 
pose a reaction graph into a sum of so-called prototype reaction graphs which 
correspond to simple synthetic steps. This decomposition is restricted by a class 
of constraints similar to the principle of minimal chemical distance. Finally, this 
decomposition of reaction graphs is applied as a suitable theoretical background 
for the construction of reaction networks [6]. The effectiveness of the present 
theory is demonstrated by simple instructive examples. 

2. Basic concepts 

For the purposes of this communication it is worthwhile to define the concept of 
a graph [7, 8] G as a formal structure [6] composed of a nonempty vertex set, 
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V(G)={v, ,v2, . . .} ,  an edge set, E(G)={e, ,e2, . . .} ,  and a mapping 
4 : E ( G ) ~ { 0 ,  +- 1, +_2, +_3 . . . .  }. An edge e ~ E(G) incident with two vertices 
Vl, v2 ~ V(G) (these vertices may be identical) will be denoted by {vl, v2}. We 
shall postulate that a graph G does not contain multiple edges. The mapping 4 
assigns to each edge e e E(G) a positive or negative integer. This mapping is 
extended outside of the edge set E(G) in such a way that each edge e ~E(G) has 
image zero. The absolute value of 4(e) will be called the multiplicity of an edge 
e. The edges not belonging to the edge set E(G) are of zero multiplicity. 
Summarizing: the graph G is determined as an ordered triple 

G = (V, E, 4), (1) 

where V = V(G) and E = E(G). 
Two types of graphs will be distinguished in our considerations: 

(1) Molecular graph. The edges are evaluated by positive integers. 
(2) Abstract reaction graph. The mapping 4 is constrained by 

4(e) = 0. (2) 
e e E(G) 

The graphs G 1 = (Wl, El ,  41) and G: = (V2, E2, 42) are called isomorphic 
(G~ ,~.G2) iff (if and only if) there exists a 1-1 mapping (isomorphism) 

x:W(~l)  -'~ V(G2) , (3) 

which preserves the adjacency of vertices and the evaluation of edges, i.e. for 
each pair of adjacent vertices vl, v2 ~ V(G i) the mapped pair of adjacent vertices 
g(v,), g(v2) e V(G2) is also adjacent and the evaluation of corresponding edges is 
identical, 

{V,, V2} ~ g ( ~ l )  ::~ {Z(/)I), •(P2)} ~ g (~2) ,  (4a) 

{Vl,/A~} ~ E(G2) =~ {Z-I(/)~), z- l (v~)} ~ g ( ~ , ) ,  (4b) 

4({Vl, V2} ) = 4({Z(/)1), Z(V2)}). (4C) 

The cardinality of the graph G is determined as the sum of edge multiplicities, 

IGI = E 14(e)l- (5) 
e e E(G) 

A graph G e with zero cardinality will be called the edgeless graph. 
Two graphs G~ and G2 are isomeric [2, 3] (G~ ~- G2) iff both of them have the 

same number of vertices and cardinalities, 

I g ( c , ) l  = Ig(G2)I,  (6a) 
I G , I = IG=I. (6b) 

The concept of isomerism represents a relation of equivalence [9] (which is 
reflexive, symmetric, and transitive). Therefore a universe of graphs may be 
divided into disjoint families of mutually isomeric graphs. A family of isomeric 
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graphs ~pq is defined by 

:pq = { G  = (V, E, 4); IV[ = p  and Icl = q}. (7) 

For a pair of graphs GI and G2 constructed over the same vertex set V, i.e. 
V(G1) = V(G2) = V, we introduce a commutative and associative binary opera- 
tion ' ~ '  (called addition), which assigns to the graph G1 and G 2 a graph 
3 = 31 @ 32 such that: 

4 = 4 1 + 4 2 ,  V ( 3 )  = V, E(G)={e~E(G, )uE(Gz ) ;4 (e )#O} .  (8) 

An inverse graph G of a graph G has the same vertex and edge sets as the 
graph G but the mapping 4 of G is q( = - 4 .  This means that their addition is 
equal to an edgeless graph Ge, 

G ~ G = G,. (9) 

With the assistance of the inverse graph we may define the binary operation of 
subtraction, 

3t  0 3z= Gl @ G2 = 3. (10) 

An "equation" 3~ @ 3 = 32, where 3 is an unknown graph over the same 
vertex set as the graphs 31 and 32, has an unambiguous solution: 
G = 3 2  @ G1. 

A graph 3 '  is called the subgraph of a graph 3 ( G ' ~ 3 )  iff 
V(G') _~ V(3), E(G') _ E(3) ,  and 

Ve ~E(G')  : 0 < 4 ' ( e )  ~<4(e) or 4(e)-~<4'(e) <0.  (11) 

A common subgraph of two graphs 31 and 32 is a graph G which is simulta- 
neously isomorphic to the subgraphs 3]  _ 31 and G~ _ 32, i.e. G ~ 3~ ~ 3~. A 
maximal common subgraph of 31 and E2, denoted by 31 n 32, is a common 
subgraph with the largest possible cardinality, 

[3 t n 32[ =max. (12) 

An w-maximal common subgraph of two graphs GI and G2 is determined by 
a 1-1 mapping co:V(3l) ~ V(G2) such that the following two implications are 
fulfilled, 

{v~, v2} E E(G~) =~ {co(vl), (-0(/)2) } ~ E(3~), (13a) 

{v~, v~} ~ E(G~) ~ {(.o-l(v~), (.o-l(v2)} ~ E(~I),  (13b) 

and the subgraphs are of maximal cardinality, 

[G~[ = [G~[ = max. (13c) 

This o~-maximal common subgraph will be denoted G l ~x G2. A maximal 
common subgraph of 31 and G2 is then determined as the c3-maximal common 
subgraph, G 1 ~ G2, 

[3~ ~x 32 [=max  [G 1 ~k 32[. (14) 
~o 
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Formally, for each pair of graphs (~1, G2 ~ ~Tpq there exists a 1-1 mapping 
cS'V(G~) ~ V(G2) such that the ~5-maximal common subgraph GI ~x G2 is 
isomorphic to a maximal common subgraph G~ c~G2 determined by Eq. (12). 

A chemical distance (CD) between two isomeric graphs G~ and G2 from the 
family ~pq is [2, 10, 11] defined to be 

CD(G1,  G=)-- IG11+IG21-21r n G2I 

= 2[q - I G ,  c~ GEl]. (15) 

In our recent work [10] we have demonstrated that the chemical distance forms 
a metric, i.e. it satisfies the three basic properties of an abstract metric: symmetry, 
positive semidefiniteness, and the triangle inequality. The chemical distance 
between two isomeric graphs is equal to zero iff the graphs are isomorphic. 
Equation (15) "counts" only those edges of G~ and G2 that are not matched by 
the maximal common subgraph G1 n G2. 

Let us assume that for a 1-1 mapping ~0 we know an m-maximal common 
subgraph G1 ~, G2, then an analogue of the chemical distance CD(G~, G2) is 

D(~~ G2) = IG,I + IG=I- 21G, 7~ G= I 

= 2[q -[G1 ~, GEl]. (16) 

The distance D(~ G2) does not form a metric, although it is symmetric and 
positively semidefinite, the triangle inequality is not always satisfied. If, however, 
we assume that for a triple of diagrams G~, G2, G3 there are two mappings 
(DI: V(GI)---c.V(G2) and co2:V(G2)~V(G3), then an analog of the triangle 
inequality is satisfied, 

D(~~ G2) -~ D@~ G3) t> D (~ ~176 G3) , (17) 

where r o r is a composition of the mappings oh and to2. According to Eq. 
(15), the chemical distance CD(G1, G2) can then be written 

CD(GI, G2) = min D('~)(GI, (32) = D('~)(G1, G2). (18) 
c o  

This means that the chemical distance CD(G~, G2) is equal to a minimum value 
of the "distance" D(~')(G~, G2) for all possible mappings ~o:V(G~)~ V(G2). 
Only for the "extremal" mapping r is the entity D(~ G2) equal to the 
chemical distance CD(G~, G2). 

3. Construction of reaction graphs 

Two isomeric molecular graphs (~1 and G 2 are related by a binary relation called 
the chemical transformation [2, 3], 

Gl =~ G2, (19) 

where the left (right) graph is called the reactant (product) molecular graph. Since 
both of its entries are taken from the same family of isomeric graphs, we say, by 
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analogy with chemistry, that the transformation (19) is stoichiometric. Let us 
assume that a 1-1 mapping 

~: v ( c , ) - ,  v(G2), (20) 

has been determined and the corresponding o~-maximal common subgraph is 
denoted G 1 ~x G2. This means that there exist subgraphs G~~ and 
G~'~ such that G~'~ ~ G(2'~ ~ G~ ~ G2. Applying the binary operation 
' ~  ', the graphs G~ and G2 may be decomposed as follows: 

G1 = Gt '~ �9 G~ '~ (21a) 

G2 : "a~ 2 fl"2- (~) t ~"~ "~2c(~ . (21b) 

The subgraphs G~ ~ and G(2 '~ represent those parts of  the reactant and product 
molecular graphs, respectively, that remain invariant, i.e. intact in the course of  
the transformation (19). Hence, the transformation (19) may be simplified as 
follows: 

G~~ ~ G(2 '~ (22) 

when we omit the intact subgraphs of  G~ and G2. 
The mapping co of  (20) enables us to construct a graph ~o~). over the same 

vertex set as the graph G~ '~ and isomorphic to G(2 '~ A reaction graph G(R ~ (a 
realization of an abstract reaction graph) for the transformation (19) and the 
mapping (20) is then 

G~ ~ = (V~ ~'), E(o), JR), (23) 

where the vertex set V~ '~ is equal to the vertex set V(G~'~ the edge set E~ '~ is 
equal to a union of  edge sets, 

E( G(R ~ = E( G] ~ w E( ~(2'~ (24) 

The mapping ~b R :E(G~ '~ --* {0, 4- 1, + 2  . . . .  } assigns to each edge of  E(G~ ~')) a 
nonzero integer determined by 

~b R (e) = q~['~ - ~b ~~ (25) 

where ~bt '~ and q~[~')" are the mappings of the subgraphs Gt ~ and G[o,),, 
respectively. In order to keep our considerations as simple as possible we shall 
always assume that the vertex set V(G~ ~ is enlarged to the whole vertex set 
V(G~). In other words, the molecular graphs as well as reaction graphs are 
determined over the same common vertex set. 

Loosely speaking, an edge 'e' of  the reaction graph G~ ~ with a positive 
(negative) value of  ~bR(e ) corresponds to increasing (decreasing) the edge multi- 
plicity by JR(e) units in the course of  the transformation (19). The notion of  
reaction graph (assigned to a fixed transformation Gt =~ ~ 2  and a mapping co) 
makes it possible to "algebraicize" the transformation as follows: 

G1 @ G(R m) : ~--~2 ~ G2" (26a) 

The reaction graph G~ '~ can be alternatively expressed as a "difference" of  the 
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reactant and product molecular graphs, 

G (~') = G2 O G1. (26b) 

The binary operation 'E)'  is interpreted as superimposition of the reaction graph 
G~ '~ on the graph G1. The result of this operation is a product molecular graph, 
G2, isomorphic to the original product molecular graph G2. 

The distance D ('~ (GI, G2), determined by (16), is equal to the cardinality of 
the reaction graph G~ '~ 

G2) : E k b R ( e ) l  �9 (27) 
e ~ E(G (~ 

If the reaction graph is constructed with respect to the extremal mapping 03, then 
the cardinality of this reaction graph G(~ ) is exactly equal to the chemical 
distance, 

CD(G , G2) = IG(2' I (28) 

Since CD(G1, G2) is an exact lower bound of distance D(c~ (~2) (see Eq. 
(18)), we may say, following Ugi [4, 5], that the reaction graph G(~ ) was 
constructed by making use of the principle of minimal chemical distance. 

4. Reaction network 

There are two basic approaches for constructing reaction paths. The first one [6] 
involves a successive application of basic "prototype" reaction graphs to the 
reactant until the product graph is achieved. This approach is substantially 
accelerated by a requirement (heuristically closely related to Ugi's [4, 5] principle 
of minimal chemical distance) that the chemical distance between successive 
intermediates and the product decreases. 

The second approach involves a decomposition of an overall reaction graph 
into'reaction "subgraphs" isomorphic to the so-called prototype reaction graphs 
(they correspond to typical [1] reaction graphs of simple synthetic steps). If we 
have a pair of molecular graphs G1 and G2 from the same family of isomeric 
graphs, with the transformation G~ =~ G2 described by a reaction graph GR (cf. 
Eq. (26a)) 

G1 @ G(R '~ = G2 ~ G2 (29) 

then we proceed as follows. (For our purposes it is irrelevant for the construction 
of the reaction graph G(R ~ whether the mapping ~o was extremal or not.) Let G O) 
be a reaction graph isomorphic to a prototype reaction graph, then the reaction 
graph G(R ~ may be formally rewritten 

G~ ~) = (G~ ~) ~ G~)) �9 c~) 

= G(R ~ ~ G~ ), (30) 

The reaction graph G~R '~ is formed from the original reaction graph G~ '~ by 
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"subtracting" a prototype reaction graph G ~ This decomposition is called 
acceptable if the cardinality of  G~R ~ is smaller than the cardinality of  the previous 
reaction graph G~ '~ = G~R '~176 i.e. 

G(R'~ < l G(,~~176 l" (31) 

In the second step we carry out a similar decomposition of  the reaction graph 
G~ '~ so that 

G(R ~ = (G(R '~ O C~)) @ G~) 
= G (~~ ~ G(R 2), (32) 

The reaction graph G~ ) is isomorphic to a prototype reaction graph and the 
acceptability of  this decomposition requires 

IG~~ I < {G~ ~ l" (33) 

Introducing (32) into (30) we obtain a new decomposition of  the original reaction 
graph G~R ~~ 

G(R ") = G(R '')[2] @ G o) @ G~ ). (34) 

This process is repeated, say n times, until the reaction graph G~ ~ is equal to 
an edgeless graph, i.e. G~ ~ = Ge. Then the initial reaction graph is expressed as 
a sum of reaction graphs isomorphic to prototype reaction graphs taken from a 
preselected set, 

G(R ~ = G0 } 0) G~ ) @ "'" @ G~ ). (35) 

It may happen, in the process of  successive construction of  (35), that for a pth  
step a prototype reaction graph G~ p) such that an analog of  (31) or (33) is satisfied 
does not exist. Then we stop the process return to the previous ( p -  1)th 
step and try to choose another prototype reaction graph G~ v-l} '  which will 
produce an acceptable decomposition G~ '~ = G~R '~ O) G o} @ G~ } 
@ . . . @  G(R,,,-~)' 

Let us assume that we have succeeded in decomposing the original reaction 
graph G~R '~ into the form of Eq. (35), then we have a set 

= {G0), G~ ) . . . .  , G(~ ) } (36) 

composed of  all prototype reaction graphs used in the decomposition of  G(R ~~ The 
sum of the cardinalities of  its entries, 

(37) 
i = I  

satisfies the inequality 

D<aP)(GI, G2) ~> D<"~ G.,). (38) 

Hence, we may introduce for each reaction graph G~R ~ and its set ~ of  acceptable 
prototype reaction graphs a nonnegative entity called the redundancy, 

AD(~ G2) = D(~>(G1, G2) -D( '~  G2). (39) 

The redundancy reflects, to some extent, the appropriateness of  the decomposition 
of the reaction graph G~ '~ into prototype reaction graphs from the set ~ .  The 



Reaction graphs and a construction of reaction networks 431 

greater the value of the redundancy a given ~ the more inappropriate the 
corresponding decomposition of G~ ~~ is for "chemical" applications. We therefore 
formulate two basic heuristical guiding rules for the appropriateness of different 
decompositions of a reaction graph G~'~ into prototype reaction graphs that might 
be useful for the construction of reaction networks corresponding to an overall 
chemical transformation G1 =~ G2: 

(1) Select only those reaction graphs G~ ~ with distances D (o,)(Gl, G2) equal to 
or only slightly greater than the chemical distance CD(GI, G2). 

(2) Accept those decompositions of a reaction graph (~,o) that have the smallest 
redundancy and the smallest number of prototype reaction graphs in the set ~.  

These rules summarize our fundamental graph-theoretical principle of minimal 
chemical distance which corresponds closely to the well-known principle of 
minimal structural change frequently and intuitively used by organic chemists 
[ 12, 13] in their attempts to elucidate the mechanism of a complex reaction. 

Let us assume that for a chemical transformation G~ =~ G2 and a fixed 
reaction graph G~ ~ we have determined a set ~ = {GO ), G ~ ) , . . . ,  G~ )} of 
prototype reaction graphs such that G~ ~ = GO ) ~ G~ ) ~ �9 �9 �9 ~ G~). The pro- 
totype reaction graphs from ~ may be ordered in a sequence 

G~ ~ G~ 2~ . . . .  , G~ "), (40) 

where the n-tuple of indices (a~, a2, �9 �9 �9 a,) is a permutation of (1, 2 . . . .  , n). 
Applying these prototype reaction graphs successively to the reactant molecular 
graph G I we get 

e l  = ~ ) G 7  ) = (41) 
. . .  ~ (~In--l)= ~n--2) (~ ~ n - - l )  ::~ ~In)~__. (~n--l) (~ ~(~.n) 

where G~ n) is isomorphic to the product molecular graph G2. This sequence of 
intermediates is used in the construction of the reaction network when all 
intermediates are the molecular graphs, i.e. their edges are evaluated by positive 
integers. If this requirement is not fulfilled, then the given sequence (40) of 
prototype reaction graphs is rejected from our considerations. For every permis- 
sible reaction sequence we get a sequence of intermediates. When we embrace, in 
one diagram, all allowable sequences of intermediates that are produced by all 
decompositions of all preselected reaction graphs G (~ (displaying nonisomorphic 
intermediates only once), we get a reaction network. A more detailed description 
of reaction networks, in particular their graph-theoretical structure, is given in our 
recent communication [6]. 

5. Illustrative example 

In this section the theory of reaction graphs and their decomposition into 
prototype reaction graphs for purpose of elucidating reaction mechanisms will be 
illustrated by two examples. 
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8 4 15 14 H\ c N\ Me N. c/OEt 
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I 2,.. 14 
IN j ~ ~ 0El 

6] J 
9ph/C%5c / C"4~4 

3 4 12 15 
+ N-N + H-NMe 2 

Fig. 1. The reaction of 1,2,4-triazines with 1-dimethylamino-l-ethoxyethylene resulting in the 
pyridine derivative 

Neunhoffer et al. [17] observed that 1,2,4-triazines undergo facile addition 
reactions with electron-rich olefins. Thus the reaction of 5-phenyl-l,2,4-triazine 
with 1-dimethylamino-l-ethoxyethylene yields pyridine derivatives, Fig. 1. Its 
reaction graph GR based on the maximal common subgraph is shown in first row 
in Fig. 2. Assuming that prototype reaction graphs are only of square and 
hexagonal cyclic form, then the reaction graph may be decomposed into 2 
hexagonal and 1 square reaction graphs, see the second row in Fig. 2. These three 
prototype reaction graphs ordered in a sequence G ~ G~ ), G~ ) provide a 
reaction path composed of two intermediates. The reaction path thus corre- 
sponds to the proposed mechanism with the first step as an analog of Diels- 
Alder reaction, see Fig. 3. 

The second example deals with the situation where both an amino group and 
a double bond may enter into a chemical reaction; e.g. allylamine reacts with 
dimedone to yield the enaminoketone which on irradiation affords the tricyclic 
ketone [18], see Fig. 4. The reaction graph, GR, based on the maximal common 
subgraph of reactant and product is displayed in the first row of Fig. 5. This 
reaction graph may be decomposed into three square cyclic prototype reaction 
graphs denoted G~ ), G~ ), G~ ), see second row of Fig. 5. Their successive 
application to the product compound provides a reaction path in which the 
second intermediate is the enaminoketone. Application of the third reaction 

R 
+ 2 ~ 1  

Fig. 2. The reaction graph assigned to 
the reaction given in Fig. 1. This 
reaction graph was constructed using 
the maximal common subgraph. In the 
second row the decomposition of 
reaction graph into prototype reaction 
graphs is given 
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....-CH 2 
.':' "~C -NMe 2 ~ N~N '~.; xOE ~ 
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N 

G I~) P h / ~ ~  
Rm__ 

N ~ N M e  2 
OEt 

(2} P h ~ H  &(3) P h ~  
I IJ.  : ~R 

-N ~L ...-~NMez -NNMe2 
2 ' V \dEt Et 

Fig. 3. The reaction path of reaction in Fig. 1 constructed by making use of the decomposition of 
reaction graph into its prototype components. The first intermediate was formed by an analog of the 
Diels-Alder reaction 

9 0 ~5 90 

�9 / C ~ 2 / H  14C14 4-. ~&, ~,, 
4CN2 CH I t;Hz L H - 7 " - ~  hi-1 
5L ~l + 13CHz =- , ,o d ,I / ,,1 

1~ 6 / C ~ )  12 N Me~C~6 /C~12 /CHz 
/ N17 11 Me-- CH2 N "  "Me CH 2 161-1 Me 1 

Me 

8 7 16 
+ N-0-H 

Fig. 4. The reaction of allylamine with dimedone yielding, after irradiation, the tricyclic ketone 

-1 

- + ~ 1  

- - 1 + 

Fig. 5. The reaction graph of reaction 
in Fig. 4. It was constructed using 
the maximal common subgraph of 
reactant and product compounds. The 
second row contains its decomposition 
into prototype reaction graphs 

graph (a rearrangement  originated by irradiation) gives the goal p roduc t  com- 
pound,  see Fig. 6. 

Both these simple illustrative examples indicate that  the theory o f  reaction 
graphs and their decomposi t ions into pro to type  reaction graphs offer a valuable 
and effective graph-theoretical  tool for  a s t raightforward preliminary elucidation 
o f  reaction mechanisms o f  complex chemical reactions. 
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0 CFI2 

Me ~ /%: ,~ .@--  r4e 
Me v " 0 :  . . . .  14 

311] 
R 

0 

0,.2 
i cH 

Me ~ ~---~0 N CN2 

0 

Me 
I 
Me 

0 

..t_._~G 13) . . . . . . . . .  

I 
Me 

Fig. 6. The reaction path constructed for the reaction in Fig. 4 by making use of the decomposition 
given in Fig. 5. The second intermediate is experimentally observed, the last step corresponds to a 
rearrangement induced by the irradiation process 

6. Summary 

The theory of co-dependent reaction graphs outlined in this work represents a 
serious attempt to elaborate a more flexible and effective graph-theoretical tool 
for the description of chemical transformations of reactants into products. The 
requirement that the principle of minimal chemical distance is rigorously valid 
may cause serious difficulties when we try to apply our graph-theoretical model 
of organic chemistry to the elucidation of intermediates in a complex chemical 
transformation. We therefore turned our attention to "suboptimal" co-dependent 
reaction graphs constructed by making use of the co-maximal common sub- 
graphs; if the mapping co is equal to its extremal "value" 03, then the correspond- 
ing reaction graph G~ ) is isomorphic to a reaction graph which satisfies the 
principle of minimal chemical distance. The distance D(~ G2), correspond- 
ing to a co-maximal common subgraph G~ ~ G2, represents an exact upper 
bound of the genuine chemical distance CD(GI, G2). It does not form a metric, 
since a triangle inequality is not satisfied. But we have demonstrated that an 
analog of the triangle inequality can be proved. 

An algebra of graphs constructed over the same vertex set was introduced. 
We have designated a commutative and associative binary operation ' ~ '  of an 
addition of two graphs. In the framework of this algebra we are able to 
"algebraicize" the chemical transformation G~ =~ G2 as follows: 
G1 ~ GR = ~2 :=~ G2, where G2 is a graph isomorphic to the reactant molecu- 
lar graph. Similarly, a reaction graph G~ ~ may be decomposed into a sequence 
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of prototype reaction graphs that correspond to simple synthetic steps. A 
decomposition of reaction graphs into prototype reaction graphs may be carried 
out by many formally admissible ways, but only those ones that satisfy simple 
acceptability conditions are taken into account in the construction of  the reaction 
network. An oriented path  of  this reaction network corresponds to a sequence of  
chemical transformations of  the reactant into the product  via intermediates. The 
" topology"  (or  constitution) of  the intermediates is controlled by simple heuris- 
tical criteria related to some extent to the principle of  minimal chemical distance. 

Recently, we have published [6] an alternative method for the construction of  
reaction networks. This method is based on successive application of  prototype 
reaction graphs to the reactant molecular graph. Only those intermediates that 
have a smaller chemical distance from the product molecular graph than their 
precursor molecular graph are taken into account. A similar approach (in the 
so-called bilateral form) was initially used by Ugi et al. [14-16]. I t  seems that a 
main advantage of  the present approach consists in the fact that it is not 
necessary to evaluate many  times the chemical distance between intermediates 
and product. A proper combination of  both methods, depending on the problem 
being studied, will provide an effective graph-theoretical method for the elucida- 
tion of  intermediates appearing in complex chemical transformations. 
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